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E X E C U T I V E  S U M M A R Y

When it comes to the frontier technologies that shape 
an economy’s development trajectory, information 
and communications technologies (ICT) regulators 
have an unenviable task across three challenges: 

1. Keeping up with the breakneck pace of change   
that creates new use cases each day. 

2. Protecting promising players while leveling    
the playing field for newcomers.

3. Supporting new technologies while curbing lax   
policies that can lead to ethical breaches. 

With frontier technologies poised to grow exponentially 
in the next five years (US $350 billion to $3.2 trillion by 
2025),1 the payoff has never been higher. And neither 
have the risks. Ill-conceived regulatory approaches can 
turn the frontier into a wasteland: too harsh, and you 
stifle innovation; too soft, and you risk moral hazard 
that disqualifies participation in the global game. 
Surprisingly enough, the key to successfully gold-mining 
frontier technologies lies in a thoughtful, proactive 
approach to regulation; that is, an open and overarching 
regulatory model to address these new technologies 
and competitive dynamics, built upon a strong 
understanding of specific use cases.

1 “Technology and Innovation Report.” United Nations Conference on Trade and Development 
(UNCTAD), 2021.

A R T H U R  D .  L I T T L E
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Leveraging ubiquitous gigabit connectivity and 
widespread digitalization, frontier technologies 
represent key building blocks for current and 
near-future innovation. As defined by UNCTAD, 
the 11 frontier technologies include artificial 
intelligence (AI), Internet of Things (IoT), big 
data, blockchain, 3D printing, robotics, drones, 
gene editing, 5G, nanotechnology, and solar 
photovoltaic (PV). As highlighted in Figures 1  
and 2 , UNCTAD reports that the combined 
market size of frontier technologies is expected 
to grow close to tenfold from 2018 to 2025, 
going from $350 billion to $3.2 trillion. These 
technologies must be developed and combined 
to unlock new possibilities across various 
industry sectors (e.g., robotics in healthcare, 
blockchain in finance, AI in transportation). 

While frontier technologies seem to open vast 
opportunities for countries that take a lead in 
their development, there are also potential risks 
and downsides that countries need to address. 
Overall, governments must be proactive in 
understanding these technologies and finding 
the right balance between promotion and 
regulation. Only a considered approach will 
allow for safe and privacy-respecting innovation 
while ensuring continued harmonization with 
other global technology leaders.

Historically, governments and regulators that 
have embraced a more proactive approach to 
understanding emerging technologies and 
created a framework that promotes the safe 
development of such technologies have allowed 
their countries to close the technological gap  
or to increase their lead.

1 .  F R O N T I E R  T E C H N O L O G I E S  
S H O W  S T R O N G  P R O M I S E

Source: UNCTAD
*Values below 1% not labeled

Source: UNCTAD
*Values below 1% not labeled

Figure 1. 2018 estimated share of frontier technologies as percentage 
of total market ($350 billion) 
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Figure 2. 2025 estimated share of frontier technologies as percentage 
of total market ($3.2 trillion) 
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Figure 2. 2025 estimated share of frontier 
technologies as percentage of total market  
($3.2 trillion) 
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A R T H U R  D .  L I T T L E

As an example, in 1950s Japan, proactive policy 
and regulation from the Ministry of International 
Trade and Industry (MITI) enabled the country 
to move to the forefront in the emerging analog 
electronics industry by leveraging technology 
transfers from US companies. A few decades 
later, the US managed to retake and consolidate 
its lead in developing digital technologies, 
thanks to ambitious policies pushed by 
extensive regulatory and financial support 
from multiple government entities, including 
the Defense Advanced Research Projects 
Agency (DARPA). In contrast, governments 
unable to adapt their regulatory approach to 
new technologies often ended up impeding 
innovation, whether in regard to ICT or for  
more traditional industries. 

Drone regulations in the US illustrate a 
progressive shift over the past years from an 
extension of aircraft regulations to specifically 
designed rules. In 2016, the Federal Aviation 
Administration (FAA) defined various operational 
limitations and rules for drone usage while also 
granting exemptions for companies to operate 
drones for various commercial use cases. This 
shift helped overcome a regulatory framework 
that was inadequate and likely to impede 
the development of drone-enabled services. 
Consequently, the new regulation enabled the 
technology and the associated use cases to 
grow while ensuring advancements respected 
the safety and security of all. 

A L L  F R O N T I E R 
T EC H N O L O G I E S 
A R E  I M PAC T E D  BY 
T H E  R EG U L AT O RY 
F R A M E W O R K  T H AT  
T H E Y  M U S T  FO L L O W 

In contrast, countries that have implemented 
effective bans on drone usage with no plans to 
build a more progressive regulatory framework 
will likely miss out on the ever-changing 
development of a technology that can have 
significant positive impact on the economy  
as well as on consumer welfare. 

All frontier technologies are impacted by 
the regulatory framework that they must 
follow. However, technologies with the largest 
estimated market size as well as those that 
can serve as enablers and accelerators to other 
technologies are likely to be impacted the 
most. Thus, there’s a crucial need for a stronger 
understanding and adaptability from regulators. 
Technologies like AI, big data, and IoT can be 
developed for standalone use cases while 
supporting the growth of other technologies, 
such as drones, robotics, or 3D printing, and 
should therefore be subject to a more holistic 
approach from regulators that considers the key 
role these technologies can play in unlocking 
the true potential of other technologies. 
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While frontier technologies are key enablers 
for innovation and technological progress, 
the ability to develop and leverage such 
technologies varies greatly across countries. 
The key readiness differentiators include ICT 
deployment, overall skills and capabilities, 
R&D activities, industry activity, and access to 
finance. 

These disparities in technological readiness 
emerge from innovation having exponentially 
amplified inequalities between countries since 
the Industrial Revolution. Innovation builds 
upon previously developed technology to unlock 
the potential that progressively enhances 
the linkages and dependencies between new 
technologies. At the same time, this cumulative 
effect can also be seen in the development 
of intergenerational inequalities, as newer 
generations born in areas with low innovation 
potential find it more difficult to build on newly 
developed technology to innovate further, 
making it much more difficult for people already 
subject to inequalities (from previous frontier 
technologies and their use cases) to close  
the gap.

N E W  T EC H N O L O GY 
D E V E L O P M E N T  R A I S E S 
VA R I O U S  C H A L L E N G E S 
T H AT  C O U N T R I E S  M U S T 
A D D R E S S  T O  F U L LY 
B E N E F I T  F R O M  T H E 
O P P O R T U N I T I E S 

While inequalities within countries have 
decreased over the last century, inequalities 
between countries represented 85% of global 
inequality at the beginning of the 21st century 
(up from 28% in 1820), according to UNCTAD. This 
evolution is caused mainly by the exponentially 
growing gap in GDP per capita and disposable 
income between countries at the forefront of 
innovation and those lagging behind in terms 
of the emergence of new technologies. As 
emerging technologies play a more prominent 
role in the global economy, we expect this 
inequality gap to continue to widen.

As a result, this cumulative aspect of new 
technology development raises various 
challenges that countries must address to fully 
benefit from the opportunities while mitigating 
their potential downsides. 

2 .  C H A L L E N G E S  O F  A D O P T I N G 
E M E R G I N G  T E C H N O L O G I E S
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A R T H U R  D .  L I T T L E

REGULATORY CHALLENGES

The first set of challenges technology adoption 
raises relates to regulation. With the boom of 
digitalization and connectivity, concerns about 
potential privacy, security, and ethics breaches 
from technology companies and products 
are becoming more and more worrisome for 
individuals and governments. Designing and 
implementing efficient technology regulation 
is particularly complex because it requires 
constant adaptation to newly developed use 
cases and applications. Emerging technology 
also enables new disruptive business models, 
often leading to challenges with accountability, 
ethics, and monitoring. Key regulatory 
challenges for the five major ICT frontier 
technologies are illustrated in Figure 3.

Some of these challenges are already known 
and have been addressed to some extent by 
regulators. In 2016, for example, the European 
General Data Protection Regulation (GDPR) 
was one of the first significant actions taken 
by multiple EU member states in an attempt 
to better protect privacy and to guarantee 
technology companies made more ethical  
use of personal data.

Let’s examine AI, a current key focus for 
regulation/nonregulation, a bit deeper. This 
particular technology rapidly transforms 
the way individuals live, work, and recreate; 
businesses serve customers and create 
shareholder wealth; and governments deliver 
public services. Additionally, AI can play a 
significant role in maintaining the competitive 
strength of a leading nation on the global stage 
while offering an opportunity for challengers to 
get ahead. Although AI is developing quickly and 
the benefits are clear, governments are unsure 
about how to manage its challenges and risks.

Moreover, even though the ethical use of AI is 
a well-established global principle, there are 
no clear ways to penalize nonconformance. 
Legal compliance regarding AI and the data 
that fuels it is another crucial challenge, 
especially with different countries having 
different data regulations. Protecting IP rights 
and appropriately allocating ownership and use 
rights in the components of AI can be difficult 
because traditional IP approaches are based on 
human creation. Only select leading countries 
(e.g., the US, Singapore) so far have published 
formal stands or views on how to address  
AI regulation.

Figure 3. Key challenges of major ICT frontier technologies

Source: Arthur D. Little

Source: Arthur D. Little

Figure 3. Key challenges of major ICT frontier technologies

TECHNOLOGY KEY REGULATORY CHALLENGES

ARTIFICIAL 
INTELLIGENCE

• Ethical considerations
• Embedded biases
• IP rights and owner allocation
• Traceability and legal discovery

IOT

• Governance across industry verticals
• Data ownership, privacy, and security
• Licensing and spectrum allocation
• Access to public infrastructure for IoT deployment

BIG DATA
• Data ownership, privacy, and security
• Traceability and legal discovery

BLOCKCHAIN
• Jurisdiction and governance
• Data ownership and privacy
• Security

5G

• Infrastructure deployment
• Licensing and spectrum allocation
• Radiation thresholds
• Network sharing
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Unlike traditional software or technology 
licensing, AI has several unique components 
that must be addressed differently, including 
AI solutions, training data, production data, 
AI output, and AI evolutions. For each AI 
component, the following considerations  
take on high importance: 

 - Who is providing the component? 

 - Who will use the component? 

 - How will the component be used? 

 - Who owns the component?

EU’s approach toward AI is guided by a 
European strategy and a high-level expert 
group. The European Commission has published 
ethics guidelines for trustworthy AI2 and 
has followed up with policy and investment 
recommendations.3 The commission 
differentiates between “high-risk” and  
“non-high-risk” AI applications, with only the 
former in the scope of a future EU regulatory 
framework. The commission considers a set of 
key requirements for high-risk AI applications 
regarding training data conditions, record-
keeping, informational duties, human oversight, 
and specific requirements for specific AI 
applications. The commission has put large fines 
in place for companies that violate the law.

Many challenges associated with such emerging 
technologies are yet to be discovered and 
understood. Part of the innovation is self-
evolutionary and will leverage AI to learn 
and improve over time. However, AI is not 
without flaws, and initial biases in developing 
the underlying models and algorithms can 
have major repercussions. An illustration 
of such a threat is the racial or gender bias 
that has been embedded, consciously or 
unconsciously, in AI trainings. Such bias has 
resulted in higher chances of discrimination 
for certain populations that, for example, were 
underrepresented in the training data. The 
longer an AI algorithm is running, the more 
complex it becomes to identify causality links 
and potential flaws in its approach. 

2 High-Level Expert Group on Artificial Intelligence. “Ethics Guidelines for Trustworthy AI.” European Commission, 8 April 2019.
3 High-Level Expert Group on Artificial Intelligence. “Policy and Investment Recommendations for Trustworthy AI.” European Commission,  

26 June 2019.

Optimal emerging technology regulation must 
not only be reactive to any innovation in the 
sector but must also provision for potential 
upcoming ethical threats. Keeping pace with 
cumulative machine learning progress as well 
as settling multiple moral dilemmas will be at 
the core of regulators’ work, allowing for a deep 
and complete understanding of how various 
emerging technologies work and where to draw 
a clear boundary between what is or is not 
ethically acceptable. 

Whenever a choice must be made between 
various courses of action leading to outcomes 
with different consequences, such as identifying 
what behavior an autonomous vehicle should 
adopt in an imminent crash situation, regulators 
will have to tackle these questions to ensure 
that all future technology is developed on 
building blocks previously in line with key  
ethical concerns. 

SOCIOECONOMIC 
CHALLENGES

The second set of challenges and requirements 
relates to the socioeconomic aspects of 
emerging technology. Technology innovation 
can have significant social benefits for those 
who can access it. This also means that unequal 
access to emerging technology will directly 
impact social equity, as it might exclude certain 
groups of individuals from the benefits the 
technology provides. 

Companies can also take advantage of these 
differences in access, as some competitive 
spaces can be more easily captured and 
maintained if a particular player has better 
access to an emerging technology, leading to 
a dysfunctional market and risks of monopoly, 
duopoly, or oligopoly. Thus, while innovation 
should secure enough market advantage to 
encourage R&D, technology regulators must 
also ensure that it does not provide regulation 
asymmetries among players and/or a long-term 
advantage for leading companies in a way that 
new entrants cannot respond through adequate 
means.
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Different approaches exist across the spectrum 
of regulatory policies that ICT regulators have 
introduced (e.g., see “Cryptocurrencies: Current 
regulatory approaches”), including the following 
three: 

1. Prohibitive approach (compliance-based)

2. Wait-and-see approach (event-based)

3. Proactive approach (risk-based)

As new technology is geared toward 
decentralization, providers and even users can 
expect emerging technologies to be largely 
self-regulated. However, as detailed above, lack 
of intervention from a regulatory entity can lead 
to multiple pitfalls that would be detrimental 
not only for users but also for the economy 
as a whole. In light of this, we believe that the 
most efficient approach to regulate emerging 
technologies is the proactive (risk-based) 
option.

3 .  R E G U L AT I O N  A P P R O A C H  
O N  C A S E - B Y- C A S E  B A S I S 

Cryptocurrencies are inherently decentralized. 
There is neither a central governance structure 
in place nor consensus on how to regulate this 
emerging technology. Three main approaches 
for cryptocurrencies are being rolled out 
worldwide:

1. Prohibitive approach. Countries attempt to 
restrict the use of cryptocurrencies, either 
by directly banning their exchange or by 
prohibiting the introduction of any form of 
substitute to the official currency. This is the 
case of Bolivia and Egypt, among others. Some 
countries, such as Colombia and Indonesia, 
allow for cryptocurrency trading but prohibit 
their use as a payment tool. In September 2021, 
China banned all cryptocurrency transactions.

2. Wait-and-see approach. Countries either 
officially state that they decide not to attempt 
any cryptocurrency regulation or they wait and 
observe policies and legal frameworks adopted 
by other countries to assess best practices 
and potential limitations of implemented 
cryptocurrency regulations. In the meantime, 
some countries, like Ireland and New 
Zealand, educate their populations about the 
technology’s potential risks.

3. Proactive approach. Countries 
proactively develop policies that consider 
cryptocurrencies’ unique technological 
attributes to establish a specific regulatory 
framework. Countries following this approach 
do not necessarily adopt cryptocurrencies 
as payment tools, but rather focus on 
improving traceability and accountability of 
the technology by developing and adapting 
financial and fiscal regulations. In the UK 
and Canada, cryptocurrency exchanges must 
register within specified financial authorities. 
In 2019, the Monetary Authority of Singapore 
considered Bitcoin as a digital payment token, 
thus subject to the country’s Payment Services 
Act that regulates payment systems and 
service providers. Such an approach allows for 
the progressive development and growth of 
new technologies under close monitoring of 
the regulatory bodies. This provides individuals 
with the possibility to legally leverage 
technologies such as cryptocurrencies while 
also attempting to monitor abuses and 
mitigate the risks of emerging technology.

CRYPTOCURRENCIES: CURRENT REGULATORY APPROACHES
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Risk-based regulation identifies and assesses 
the risks associated with specific practices 
or technology use cases and takes them into 
account when elaborating and enforcing 
regulations to efficiently prepare and protect 
against technology threats without impeding 
technology emergence. The following are the 
key risks that regulators must assess: the 
impact on individual and public safety, social 
welfare, the wider business environment, 
existing regulation, and the capacity to 
minimize potential threats of emerging 
technology use cases.

Interest in risk-based regulation often grows from 
a larger commitment to incorporating rigorous 
analysis into regulatory decisions. Regulators 
around the world now use regulatory impact 
assessment or cost-benefit analysis to structure 
decision making and anticipate the consequences 
of different regulatory options. This risk-based 
approach to emerging technology regulation 
is one of the dimensions of an agile regulatory 
framework that can help governments safely and 
efficiently unlock new technologies’ potential. 
This framework’s key foundation is clarity in 
context, vision, and objectives. This foundation 
can be secured through three main dimensions:

1. An evolutionary and agile approach to 
regulation. Regulators must acknowledge 
the fast-paced evolution of emerging 
technologies, as well as the interconnection 
of various technologies, that allows for 
the development of new technology use 
cases whose implications can only be fully 
understood once deployed. This requires a 
shift from “regulate and forget” to a more 
responsive and iterative approach.

2. Leading and coordinating policy. Emerging 
technology use cases span all industries, 
and technology regulators must embrace 
a coordinating role between the relevant 
government entities and private stakeholders 
to fully understand and monitor the impact of 
new technology across sectors and effectively 
regulate it. 

3. Committed implementation. Regulators 
should not only frame regulations but should 
also take an active role in implementing 
technologies within the country. 

R EG U L AT O R S  A R O U N D 
T H E  W O R L D  N O W  U S E 
R EG U L AT O RY  I M PAC T 
A S S E S S M E N T  O R  
C O S T- B E N E F I T  A N A LYS I S 

Depending on the risk assessment performed, 
regulators can then leverage all relevant tools 
to develop an optimal regulatory framework 
for any emerging technology use case. As an 
example, risks of biases in AI leading to higher 
discrimination can come from either the data 
set used or from the developed algorithm’s 
architecture. Enforcing the independent 
auditing of selected data, mandating 
publication of test results, or implementing 
a framework for data management can be 
efficient regulatory tools to address and 
minimize the risk of discrimination without 
hindering the development of AI technology. 

Where risks cannot be quantified, an 
evolutionary approach using sandbox-based 
regulations is another option. Sandboxes create 
a space where innovation actors can develop 
new technology use cases under a regulator’s 
supervision, allowing for safe experimentation 
as well as knowledge transfers between private 
companies and regulators. In the early stages 
of digital banking development, for example, 
multiple financial regulators followed a sandbox 
approach to better understand the potential 
risks of such technology and address them up 
front instead of risking a large-scale threat in 
the financial markets. 

A R T H U R  D .  L I T T L E
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Adopting a framework such as the one 
described above is a key step toward the move 
from traditional regulators to ambidextrous 
regulators that learn from the past and 
current contexts to understand technology 
advancement more fully along with its potential 
risks, while also looking ahead to better prepare 
for emerging technologies. 

This requires a paradigm shift in the regulator’s 
perspective in order to embrace a more 
proactive regulatory role as well as a new 
technology promotion role. Regulators shifting 
to a more responsive and iterative approach 
must prototype and test new approaches 
through regulatory sandboxes and accelerator 
development at the national level and via 
more collaborative regulation on the global 
level. Regulators must also develop internal 
capabilities and support deployment of 
infrastructure to remain up to date in terms  
of technology foresight.

With increased complexity, regulators must 
evolve and update their traditional model to 
consider:

 - A wider range of digital services, especially  
use cases where more than one industry  
comes into play.

 - A larger scale of players, especially those that 
are large enough to have a significant impact 
on an entire ecosystem, including the success 
or failure of other players.

 - New regulatory issues emerging from novel 
technological use cases and business models.

The regulatory model of the future should 
consider:

 - A broader set of legal fundamentals (e.g., 
content moderation, privacy and data 
protection, bias/fairness, explainability,  
norm setting, existential risk).

4 “National AI Strategy.” Gov.UK, 22 September 2021.

 - A different method that focuses on services 
rather than infrastructures, avoiding the 
creation of asymmetries between old and new 
players and between different industries and 
ensuring a larger level playing field.

 - An “open” model, including a call for inputs 
from any stakeholder (e.g., consumers, players 
from other industries).

 - A case-by-case regulation, operationalized 
through a 360-degree assessment and possibly 
a categorization of use cases that strikes a fine 
balance between promoting innovation and 
increasing administrative workloads.

Countries like Singapore are among the 
global leaders developing forward-looking 
regulatory frameworks for new technologies. 
While multiple advanced countries are 
considering more stringent regulatory 
frameworks for cryptocurrencies, Singapore 
has accurately assessed the strategic and 
economic opportunity represented by the 
underlaying blockchain technology. As a 
result, the city-state developed an ambitious 
regulatory framework aiming to monitor the 
risks associated with cryptocurrencies without 
hindering the technology’s development, 
allowing Singapore to strengthen its position  
as a global financial innovation hub.

The recently published AI strategy by the UK 
government that outlines its plan to make 
Britain a global AI superpower sets out an 
agenda to build the most “pro-innovation 
regulatory environment in the world.”4 The 
strategy addresses concerns over the novel 
ways AI can introduce bias into decision making, 
assesses whether sector-by-sector AI regulation 
should continue or make way for cross-sector 
regulation, and pilots an “AI Standards Hub.”

4 .  P A R A D I G M  S H I F T  
F O R  R E G U L AT O R S
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C O N C L U S I O N

Like all previous major innovative breakthroughs, 
frontier technologies and their underlying use 
cases present an opportunity for countries to 
close the gap or to increase their lead over others. 
However, countries will only be able to do so if they 
can successfully shift their regulatory stances 
toward more open and innovative approaches.

To ensure countries are correctly addressing 
existing and upcoming regulatory challenges 
arising from the development of current frontier 
technologies, these approaches should be built 
upon a broader set of legal fundamentals, a more 
collaborative way of organizing, and case-by-case 
assessments that consider a wider range of digital 
services, the increasing number of players, and 
the emerging concerns and risks that have yet 
to be uncovered. This shift will ensure that both 
humans and technologies coexist optimally and 
harmoniously, while constantly striving for the 
achievement of larger sustainable development 
goals. 

FRONTIER 
TECHNOLOGIES 
PRESENT AN 
OPPORTUNITY 
FOR COUNTRIES 
TO CLOSE  
THE GAP 
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Arthur D. Little has been at the forefront of innovation since 
1886. We are an acknowledged thought leader in linking 
strategy, innovation and transformation in technology-
intensive and converging industries. We navigate our clients 
through changing business ecosystems to uncover new growth 
opportunities. We enable our clients to build innovation 
capabilities and transform their organizations.

Our consultants have strong practical industry experience 
combined with excellent knowledge of key trends and dynamics. 
ADL is present in the most important business centers around the 
world. We are proud to serve most of the Fortune 1000 companies, in 
addition to other leading firms and public sector organizations.

For further information please visit www.adlittle.com
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